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Question 1
1 -1\ [\ /-3\ /1
e IsS = 2 -2 \/ﬁ 2 2 independent?
-1 -1 1 2 0
0 0 > 1 3
e Claim

o IfSislinearly dependent
e Proof
o IfSislinearly independent, then
. dim(span(S)) =|S|=5
o Butbecause span(S) is a subspace of R*
» dim(span(S)) < dimR* = 4

o So S is linearly dependent

Question 2

e Prove
o 1,sinx,sin 2x is linearly independent

e (Claim
o VYab,ceR
o ifa+b-sinx+sin2x =0, vx € [0,1]
o thena=b=c=0

e Proof
o Setx=0=>a=0

73

Setx=" = 1p4 0
@) = — — —_C =
etx 6 2 ZC

T
o Setx=z=>b=c=0

o Thereforea=b=c=0
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Proof Writing

e Question

o

o

o

e Proof

o

o

o

o

Let V be a vector space
Letx,y € V such that {x, y} is independent
Prove that {Zx +y,3x+ Zy} is independent

Let ¢4, c; € R be arbitrary constant
a(2x+y)+c,(3x+2y)=0
(2C1 + BCz)x + (c1 + Zcz)y =0

d1 :2C1+3C2
Let {dz = ¢, +2¢, ,di,d, ER

dlx + dzy = 0
Because {x, y} is independent
dl = dz = 0

{dl = 2C1+3C2 = O

d2=61+2C2=0 $C1=C2=0

Therefore {2x +y,3x + Zy} is independent

e Prompt

o

Exchange proofs with someone else. In a different color of pen or
pencil, give them written feedback on their proof.

The main things to be looking for are:
= [s the prooflogically valid?
» [sthe proof understandable and clearly written?
= s the proof well-organized?

Here are some more questions it might be useful to ask (but don't feel
like you're limited to these or have to answer all of them):

= [sitclear from the start what's being proved?

= Was there any point where you were confused or had to fill in
some gaps?

= Are all the statements precise, or are there vague or ambiguous
phrases?

= s there a clear distinction made between assumptions, claims,
statements that are a consequence of something shown earlier,
and theorems being cited?

» Has every variable been defined before it's used?



Is everything quantified that needs quantifiers? (Are the
quantifiers in the right order?)

[s the proof written in grammatically correct, complete
sentences?

If any definitions are stated, are they correctly stated?
Are all the steps in the right order?

Is the proof convincing?
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Best Approximation of Elements
e Theorem
o V:vector space with inner product

o L € V:finite dimensional linear subspace

O

If x € V then there exists excatly one z € L

that minimizes the distance to x

o

o

ie.VyelL,

|y - x|| > ||z — x|l and
o Ify # zthen ||y—x|| > |z — x|
e Solution
o Lis finite dimensional therefore it has a basis
o Gram-Schmidt says that we can assume the basis is orthonormal

o i.e.Lhasabasis{e;,e,, .., e,} where (cer) =0 keI
(ex,ex) =1 Vk

o Thenzisgivenby z = (x, 61)61 + (x, ez)ez + -+ (x, en)en
o Since z is a linear combination of {el, e en}, Z€EL

e (Claim
o x — zis perpendiculartoallu € L X
o ieifu€elLthenulx—z
o ie.(u,x—2)=0
o ie.(u,x)=(u,2)

e Proof: (u,x) = (u,2)

o Letu € L be given

o

Then {el, en} is a basis for L

o

So for certain uy, ...,u, € R

o

Calculate (u, x)
" (wx) = (uey + -+ upen, x)
= =uy(e,x) + -+ uy(en x)
o Calculate (u, z)
" (u,z) = (u161 + - tuye, (x, 61)61 + -+ (x, en)en)
== [ul(xl, el)(el,el) + et ul(xl, en)(el,en)] + -
+[un(x1, el)(en, el) + -t un(xn, en)(en, en)]

» =uy(xe) tus(xe) + -+ un(xe,) oy



+|un(x1,€1)(ense1) + -+ up(xn, €n)(en en)|
. = ul(x, el) + un(x, ez) + -+ un(x, en)

o Therefore (u,x) = (u, 2)

o leeulx—2z Vuel
e Proof:vy €L, |ly—x| = llz— x|l Iy-<l
o Lety € L be given
o {y—x= (y—z)+(z—x)

y—zlz—x

= |ly =x[I” = lly —zIl” + 1z — =

O

o

= ||y—x||2 > ||z —x]|?

o

= |ly = x|| = llz — x|l

o Alsoify # z then ||y — x|| > ||z — x|
Foorier Series
o V= {all continuous function f: [0, ] — R]
Vs
+ (£.9)= [ reg@dx
0

e Let f,(x) = sin(nx)

e = (fufm)= fnsin(nx) sin(mx) dx
0
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Question

Let V be a finite-dimensional inner product space
S € Visasubspace of V

LetSt ={v eV|vs € S, (v,s) =0}
Prove (Sl)l =S

Answer: First, (S*)* is the orthogonal complement of S+, which is itself the orthogonal

complement of S, so (S+)* = S means that S is the orthogonal complement of its orthogonal
complement.

To show that it is true, we want to show that S is contained in (S*)* and, conversely, that
(S1)* is contained in S; if we can show both containments, then the only possible conclusion
is that (S1)L =S.

To show the first containment, suppose v € S and w € S*. Then

(v,w) =0

by the definition of S+. Thus, S is certainly contained in (S+)+ (which consists of all vectors
in R™ which are orthogonal to S*).

To show the other containment, suppose v € (S*+)+ (meaning that v is orthogonal to all
vectors in SL); then we want to show that v € S. I'm sure there must be a better way to see
this, but here’s one that works. Let {uy,...,u,} be a basis for S and let {wy,...,w,} be a
basis for S*. If v ¢ S, then {uy,...,u,, v} is a linearly independent set. Since each vector
in that set is orthogonal to all of S+, the set

{ui,...,up, v,wi,...,wg}

is linearly independent. Since there are p+¢-+1 vectors in this set, this means that p+g+1 <n
or, equivalently, p + ¢ < n — 1. On the other hand, if A is the matrix whose ith row is u;.r,
then the row space of A is S and the nullspace of A is S*. Since S is p-dimensional, the rank

of A is p, meaning that the dimension of nul(A) = S+ is ¢ = n — p. Therefore,
p+g=p+(n—-p)=n,

contradicting the fact that p + ¢ < n — 1. From this contradiction, then, we see that, if
v € (S*)+, it must be the case that v € S.
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Linear Transformations
e Definition
o LetV and W be two vector spaces
o Then a map/function/transformation/mapping

o T:V —» W is called linear if

o {T(x +y) =T(x) +T(y) Vx,y €V
T(c-x)=c-T(x) Vx€eV,ceR

e Mapping notation
o Inthe mappingT:V - W
o Viscalled "domain”
o W iscalled "codomain" or "target set"
o T(v) mustbe defined Vv € V
o T(v) always belongs to W

e Example 1
o LetV,W be any vector space
o DefineTx =0, Vx eV
. { T(x+y)=0

T =Tx+T
T(x)+T(y)=0+0=0:> (x+y) =Tx+Ty

’ {C : TZECC).;C)C-:OO= 0= T(c-x)=c-T(x)

o Therefore this mapping is a linear transformation
e Example 2

o LetV,W be any vector space

o DefineTv=w=+#0, VveEV

o T)+T(y)=2w#w=T(x+y)

o Therefore this mapping is not a linear transformation
e Example 3

o LetV = W be the same vector space

o DefineTx =x,VvEV

o ThenT is a linear transformation

o T iscalled the identity map from V to V

o Common notations: id, idy, 1y

e Example 4



o

Let V = W = R? be the same vector space

Define T(x, y) = (Zx, Zy) j .
A

;

o

Tw+Tw)=2u+2v=2u+v)=Tu+v)
o T(c-u)=2c-u=c-Qu)=c-T)
o Therefore T is a linear transformation

e Example 5
o LetV = W = R? be the same vector space

o Define T(a, b) = (b,a)

a _———- -~

o It'sreflection in the diagonal
e Example 6
o LetV = W = R? be the same vector space

o Define Tu = u rotated by 30° counter-clockwise

N

o Proofby graphT(u + v) = T(u) + T(v)

o We canalso prove that T(c-v) =c-T(v)

o Therefore T is a linear transformation
Linear Transformation on Basis

e Theorem



o SupposeT:V — W is alinear transformation
o Let {el, ) en} be a basis for V
o ThenT is completely defermined by
o {Tey,,Te, .., Te,}
o Suppose we known Teq,Te,, ..., Tey,,
o andletx € V be given
o Thentherearecy,c,,...,c, ER
o suchthatx =c,e; + cye; + -+ + cpe,, then
o T(x)= T(c1e1 +cye,+ -+ cnen)
o = T(clel) + T(czez) + -+ T(cnen)
o =c¢Te; +cTe, +-+-c,Te,
e Example (Rotation)
o LetV = W = R? be the same vector space
o Define T rotate by 8 counter-clockwise

o Picka basis {e;, e, }, where

()
()

o ComputeTeq, Te,

__(cos®@
Ten = (sin@)

* 7e=(Tonp )
o Compute T(ael + bez)

= T(ae1 + bez)

» =qaTe; +bTe,

_ fcos@ —sinf
B a(sin9)+b( cos @ )
. (acos&—bsin@)
asinf + bcos @
A

ol SIN] T ()

>

S
/
e

Solving System of Equations



e Setup
A11X1 + A12Xp + 0+ QX = Y4
Ap1X1 + QX + o+ AopXy = Y2
Ap1X1 + ApaXy + -+ AupXp = Yn

o Define a transformation 7: R™ - R"

X1 1
o Letx=| ! |,y=

o Then Tx = yisalinear transformation
e Property of one-to-one map

o Alinearmap T:V — W is a one-to-one map

o ifforallu,vevVv

o Tu=Tvu=v

o i.e.The equation Tx = y has at most one solution
e Example of one-to-one map

o LetV =R%4W =R3

o T(xl'xz) = (lexZJO) = (}’1')’2;}’3)

1x; +0x, =4 Vi = X1
(@] 0x1+1x2=y2:> 3’2=x2
0X1+0X2:y3 :V3=O

. /
o Three equations, two unknowns ‘
T

/) —
(
2 co, ) 5
> (

e Theorem

>(b,;,°)

o Alinear map T:V — W is injective
o ifforallx eV

o Tx=0=>x=0
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Question
e Given
o V=Cc(-11])
1
o (v,w)=f v(x)w(x)dx

-1

* Find the linear polynomial closestto f(x) = e*

e Answer
o LetS = span{1,x}
o Projection of f onto S is
(1,e%) (x,e*)
. + X
(1,1) (x, x)
o Therefore the linear polynomial closest to f(x) = e* is
) 3 Le- e !
o =— _—
g e x 2
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Injective
e Definition
o IfV,W arevector spaceand T:V — W is linear
o ThenT isinjectiveif forallx,y € V
o Tx=Ty=>x=Yy
e Theorem
o T:V — W isinjective if and only if forall x € V
o Tx=0=>x=0
o i.e.ifand onlyif N(T) = {0}
e Proof
o SupposeTx =0=>x=0forallx eV
o Letx,y €V be giben, and assume
= Tx =Ty
o SinceT islinear, we have
. T(x—y) =Tx—Ty=0
o Therefore
" x—y=0
" ox=y
Null Space
e Definition
o IfT:V — W islinear then
o Null(T) =N(T) = kern(T) € {x e V|Tx = 0}
e Theorem
o N(T) isalinear subspace of V
e Proof:
o Toprove N(T) € V is alinear subspace
o We need to check closure properties i.e.
" x,y€ENT)=>x+yeN()
= xEN(T),ce R=>cx € N(T)
o Check closure under addition
* Letx,y € N(T),thenTx =0,Ty =0
" WehaveT(x+y) =Tx+Ty=0+0=0



» Thereforex +y € N(T)
o Check closure under scalar multiplication
= Letx € N(T),thenTx =0
" Letc e R, thenT(cx) =c-Tx=c-0=0
= Therefore cx € N(T)

o Inconclusion, N(T) € V is a linear subspace

Range
e Definition
o IfT:V — W islinear then
o Range(T) = R(T) = {Tx|x € V}
e Theorem

o R(T) is alinear subspace of W

Examples
e Example 1
o LetV=W=R? T(x,y)=(x,y)
o Injective?
= Given (x,y) € R? and (x,y) € R?
= with T(x, y) = T(JE, 37)
* By definition of T
= (xy) =)
= SoT isinjective
o Null Space?
= Because T isinjective
= N(T) ={0,0}
o Range?
= R(D) = {T(xy)|(xy) € R?} = R?
e Example 2
o LetV=W =R? T(x,y) = (x,0)




o Injective?

= No

* T(1,0)=T(1,1) = (1,0)
o Null Space?

= N(T) = {u|Tu =0} = {(0,t)|t € R}
o Range?

« RO = (1(x))|(x,y) € R?)

= ={(t,0)|t € R?}

= = x-axis

e Example 3

o LetV =R3W = RZ,T(x,y,Z) = (x,y)
b (x,
' %Y,2)

o Injective?
= No
* T(1,1,0) =T(1,1,1) = (1,1)

o Null Space?
= N(T) ={(0,0,0)|t € R}

o Range?
= R(T) = {T(x, v, Z)l(x, v, z) € ]R{3}
" ={(=Y)l(xy) eR?} =R

e Example 4
o LetV=R%LW =R3T(x,y) =(x,y,2)

/r‘a

o Tisinjective

o N(T) =1{0,0}



o R(T) ={(x,,0)|(x,¥) € R?} = xy-plane

e Summary

T v w N(T)  dimN(T) R(T)
T(x,y)=(x,y) R? R? {0} 0 R?2
T(x,y) = (x,0) R? R? y-axis 1 x-axis
T(x,y,z) = (x,y) R® R? z-axis 1 R2
T(x,y) = (x,y,z) R? R3 {0} 0 xy-plane

Rank—Nullity Theorem
e Statement
o IfT:V —» W islinear and if V is finite dimensional

o ThendimN(T) + dim R(T) = dimV

e Proof
o Let
= dimN(T) =k
= dimV =n
= {ey, ..., e} be abasis for N(T)
o Claim

. {el, ...,ek} C IV isindependent

dim R(T)

N N =N

» = Thereisabasis{ej, ..., ey, €x11, .., en} of VsodimV = n

» {Teys1,Texsa, .., Ten}isabasis for R(T)
o Prove {Tek+1, Tekiz, ) Ten} is independent
= Suppose
O Cxs1l€gsq +-+c,Te, =0
* Then
o T(ck+1ek+1 + -+ cnen) =0
O = Cxp1€ke1 + -+ cpen € N(T)
= Since {el, s ek} is a basis for N(T)
O Ck+1€k+1 T+ Cpep =cCcre1 + -+ Ccrey
O —Ci€1 — " — Cpex + Cry1€p41 + "+ Cpe, =0
= Since {el, s en} is independent
Oc=c¢c=-=¢c=0
* In particular
O Cxs1l€gsq +-+c,Te, =0
O impliescyyq =Cpap ="=¢c, =0
* Therefore

0 {Tek+1, Ttz .., Tey} is independent



o Prove {Te,H_l, Tektn, o) Ten} spans R(T)
» Everyy € R(T) is of the form
oy=Tx
o Forsomex €V
. {el, ., en} is a basis for V, so
O X =X1e+xe, +--+x,e,
o Forsomexq,X5,...,x, ER
* Therefore
oy=Tx
o = T(xlel + x,e, + - + xnen)
o =x.Teg + - +xTep +xpy1Tegyq + -+ x,Tey
0O =Xgp1l€ps1 + -+ x,Te, € span{Tek+1,Tek+2, ...,Ten}
o Conclusion
» dimR(T) =n—k =dimV —dimN(T)
* = dimN(T) + dimR(T) = dimV
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Question 1
e Given
o LetV beaset
o LetS,T:V — V be invertible functions
e Prove
o ST isalsoinvertible and (ST)"1 =T-1§71!
¢ Proof
o (ST)(T™ 1S ) =S(TT™1)s t=SIS"t=Ss"1=1
o (TS )T =TS T=T"UT=T"'T=1
Question 2
e Given
o LetV and W be finite-dimensional vector spaces.
e Proof

o There exists a surjective linear map f:V — W if and only if dimW < dim V
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Examples of Linear Transformations
¢ Example 1
o V= {all polynomials}
o Consider D:V — V defined by
» Givenf €V
" Df =gifg(x) =f'(x)
* egD(1+x—3x%)=1-6x
o Null Space
= Null(D) = {f € V|Df = 0}
={f eV|f'(x) =0}
= {f € V|f is constant function}
={f(x) =c|c € R}
dim Null(D) =1
= Basis for Null(D) = {1}

e Example 2

o V={all polynomials}
o K:V->V
X
o Kf =g = g0 = [ fG)ds
0
x s? 1
o e.g.K(x2+3)=ff(sz+3)ds= 5 +3s =§x3+3x
0
0

Addition and Scalar Multiplication of Linear Transformations
¢ Addition
o V,W:vector spaces
o T,S5:V - W:linear transformations

o T+ SisthemapV —» W with (T + S)(x) = Tx + Sx

e Example
o V=W=R? 5t u = Sut Ty
. . I3 N
o T =rotation by 45° counter-clockwise | -
y I,' ~ /k Tu

o § =reflection in the y-axis

o T+5=? su\.--—u
e Theroem -




e Theroem >

o Statement
= IfT,S:V - W islinear,soare (T + S)
o Proof: closed under addition
» (T+S)(x+y)
» =T(x+y)+S(x+y)
= =Tx+Ty+Sx+Sy
= = (Tx+Sx)+ (Ty + Sy)
» =T+ + T +5)(y)
o Proof: closed under scalar multiplication
= (T+S)(cx)
» =T(cx) + S(cx)
m =¢c-T(x)+c-S(x)
» =c[T(x) + S(0)]
» =c(T+S)(x)
e Scalar Multiplication
o V,W:vector spaces
o T,S:V - W:linear transformations
o cT:V - W (c € R) is defined by
(cT)(x) =c(Tx), Vx €V

o

e Theorem

O

Let V, W be two vector spaces

o

LV, W) = {all linear transformation from V to W}

o

Then L(V, W) is a vector space
eg T,Se LV, W)=cT+c,SeLV, W), Vcy,c, ER

O

Multiplication/Composition of Linear Transformations
e Definition
o U,V,W:vector spaces
o T:U-V, S:V-W
o ThenST:V — W is given by (ST)(x) = S(Tx)



e S [T(x)]

e Theorem
o IfS,Ty,T,islinear, then S(Ty + T,) = STy + ST,
e Example

o Given
= V= {all polynomials}
* DK:V->V
« Df = £ (KNW = [ F@$)ds
0

o DKf =?

» Letg=Kf = fxf(s)ds
0

d d *

+ D(g) = -9 = [ F5)as = £
0
* Therefore DKf = f
o KDf =?
« kDf = [ (0r)5)ds = [ f/(5)ds = £Gx) = £(0)
0 0

* Therefore KDf # f

Injective and Inverse
e Injective
o T isinjective if and only if N(T) = {0}
o IfT:V — W is injective then

o Tx = y has exactly one solution for every y € Range(T)

O

(Range(T) = {Tx|x € V}, "exactly one" because T is injective)
e [nverse

o T~1:Range(T) - V is given by

o T (y)=x  ify=Tx
e Example

o Given



= Tx = (x,x)

o Whether T is inversable?

= Tx=0=x=0= N(T) = {0}

Range(T) = {(x,x)|x € R} = {(x,y) € R?|x = y}

» T~ !:Range(T) - R

e Theorem

T 1(x,x) =x

o Statement

o Proof

e Theorem

Tl u+v) =Tt (w)+T1(v)
T~1:Range(T) — V is linear T Yc-u)=c-T 1w
VYu,v € Range(T),c € R

Ifu € Range(T) then thereisanx € V withu = Tx
By definition of T71, x = T~ (u)

Similarly, thereisy € V withv = Ty,and y = T~ (u)
T(x+y)=Tx+Ty=u+v

= u + v € Range(T)

Sx+y=T" u+v)

o Statement

o Proof

e Theorem

Suppose V is a finite-dimensional linear space
T:V - V is injective, then

Range(T) =V

Rank-Nullity Theorem says that

dim Null(T) + rank(T) = dimV

T is injective = Null(T) = {0} = dim Null(T) = 0
Therefore dim Range(T) = dimV

Also, Range(T) is a sunspace of V

= Range(T) =V

o SupposeV is a finite-dimensional linear space

o T:V -V isinjective, then

o Tx = y has a unique solution for everyy € V

e Example



o Given
= V= {all polynomials}
* DK:V->V

- Df = f',(KF)(0) = f f(s)ds

o Is K injective?
= We have proven DKf = f
= Suppose Kf = 0, then D(Kf) =0
" Butf =DKf,sof =0
= = K isinjective
o Is K surjective?
= Suppose K is surjective then
» Giveng € V,wecansolve Kf = gwithf e W

* je.given g € V, there is one f with
X
. j f(s)ds =1, Vx € R
0
= Atx = 0, we have
0
. f f(s)ds=1
0

= Which makes a contradiction, therefore K is not surjective
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Theorem
e V,W:vector spaces
® Xi,..,Xn: basis forV
e Foranywy,..,w, €W
e Thereis auniquelinearmap T:V - W

T(xl) = W1
e st :

T(xn) =w,
e vEW =3¢y, ..., ER
o S.tv=rcyxg+ -ty
e T(w) =cywy + -+ cpwy,
¢ Linear map can be determined only by operations on basis
Question 1
e Requirement
o T:R?->R3
o dim(range(T)) =1
e Example
o T(x, y) = (x,0,0)
o T(x,y)=(0,y)
o T(x, y) = (O,x + 3y, —2x — 6y)
Question 2
e Requirement
o T: R? - R?
o §: R? - R?
o ST =-TS
e Example
o T(x,y) = (-yx)
o S(xy)=(-xy)
Question 3
e Requirement
o T: R® > R3

o T?+0



o T3#0
e Example
o T(x,y,z) =(0,xy)

Question 4
¢ Requirement
o T: R? - R?
o T maps the unit square to the parallgram below

0

. T cu) (3.1)

>
1,0)

o T(0,0) =(0,0)
o T(1,0) = (2,0)
o T(0,1)=(1,1)
o T(1,1) =(3,0)
e Example
o T(x,y)=(2x+y)
o T(x,y) = (Zy + x,x)

Question 5
¢ Requirement
o T: R®->R3
o T(x,0,0)=(2x,0,0)
o T3(0,a,b) = (0,a,b)
e Example
o T(x, v, Z) = (Zx, Y, Z)

Question 6
¢ Requirement
o T: R? - R?
o T(1,0) =(1,0)
o {(x,y),T(x,y)}is independent whenever y # 0

e Example
o T(x,y)=(x+yy)

Question 7



e Requirement

o T: R* > R3

o T isinjective

o dim(range(T)) =1
e Example

o Impossible
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Matrix Representation of Linear Transformations
e Given
o Linear TransformationT:V - W
o BasisforV: {el, s en}
o Basis for W: {fl, ,fm}
e Letx €V,y =T(x)then

X = xlel + xzez + -+ xnen
y=wnfityfot -+ ymfn

. T(ek) EW = T(ek) is a linear combination of{fl, ...,fm} i.e

m
o T(ex) = Z Ticfi = Tanfr + Tonfo + - + T fm

=1

e Suppose we know Ty, (i € {1,..m},k € {1, ...,n}), then
o T(x)=T(x1ey + -+ xnep)

o = xl(Tllfl +eet Tmlfm) +oeet xn(Tlnfl +oeet Tmnfm)
° = (Tllxl +ot Tlnxn)fl +ot (Tmlxl ++ Tmnxn)fm
o =yifi+ -+ Ymfm

o wherey; = Tyyxq + -+ Tinxy
o Note: T(ek) = lefl + T2kf2 + -+ kafm
¢ The matrix of the linear transformationT:V — W is

Typ o Ty
o Mat(T,{e},{f}) = :

m1 Tmn

o with respect to the basis {el, . en} and {fl, . fm} of Vand W

e Example
o V=W=R VR 4
o e, f:standard basis for V.and W & n
o T:rotation by 90° ;e' —
o Teg=0-fi+1-f,
o Tea=(-1)-f,+0-f, W:R‘l; R
o mat(T) = [Te;, Te,]| = [2 _01] T"ﬂ.fz
Matrix Multiplication T :{' >
ey ¢
e Motivation




o Consider the composition of linear transformations T and S
T S

o U-V->W

o Dbasis for U: {el, ...,ek}

o basis for V: {fl, ...,el}

o basis for W: {g;,...,em}
mat(ST) = mat(S) - mat(T)

o

e Definition

Ay Ay | b1 o blq
© AanBan = : | : : ’ :
Ami " Qmn bnl vee bnq
a11b11 + et alnbnl allblq + -+ alnbnq
o = : :
amlbll + et amnbnl amlblq + -+ amnbnq mxq
e Example
o T:rotation by 90°
o ma =) ]
T?e, =—f;,=(-1)-f;+0- —
0{291 i=CED-f f2:>mat(T2)=[1 0]
T?e,=—f,=0-fi+(=1)f, 0 -1

o

mac’=[y Sl Bl=0 2

Therefore mat(T?) = (mat(T))2

o
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Question 1
e Given
o LetV and W be finite-dimensional vector spaces.
e Proof
o There exists a surjective linear map f:V — W if and only if dim W < dimV
e Prove: surjective linear map f:V - W = dimW < dimV
dimV = dimN(f) + dim R(f)
f is surjective = dim R(f) =dimW
dimV =dimN(f) +dim W
dimV = dimW

o

O

o

o

e Prove:dimW < dimV = 3surjective linear map f:V - W
o {el, ) en}: basis for V
o {91, ., gm}: basis for W

o Constructlinear map f where

" f(el) =01
" f(ez) =92
" f(em) =9m
" f(em+1) =0
- f(em+2) =0
" f(en) =0
o Obviously, f is surjective
Question 2
e Given

o Define alinear map T: R3 - R? as follows
o T(@)=(00),T(j)= (1), Tk)=(1,-1)
o where i, j, k is the standard basis of R3
e Question (a)
o Compute T(4i —j+ k) and determine the nullity and rank of T
o T(4i—j+k)=4T@{) —T(j)+ T(k) = 4(0,0) — (1,1) + (1,—1) = (0,-2)



o R(T) ={c1T@) + c,T(j) + csT(k)|c1, ¢, ¢35 € R} = R?
o rank =dimR(T) =2
o nullity = dimR3 —rank = 1

e Question (b)

o Determine the matrix of T

. m(T)=<0 1 1)

0 1 -1
e (Question (c)
o Determine the matrix of T using the same basis on the domain

o and the basis (1,1), (1,2) on the codomain

o m(T):G ;)_1(8 } _11):(8 é _32)
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Matrix Representation of Linear Transformation
¢ Definition
o T:V->W
o {e;, e, ..e,}:basis forV

o {f1,fz - fn}: basis for W

o matrix(T,{ex}, {f;,}) = m(T) =

mi1 Tmn

¢ Example

Te; =Ti1fi + -+ Thmifm
Te, =Tiafs + -+ Tmafm a

Tep, =Tinfi + -+ Tynfm

Algebra of Linear Transformations vs. Algebra of Matrices

e Comparison

Linear Transformations Matrices

T+S m(T +s) = m(T) + m(S)
c-T m(cT) = c-m(T)
SoT m(SoT)=m(S) m(T)

e Proof: m(SoT) = m(S)m(T)
o Setup
= T:U-V, S:V->w
= {61 en}: basis of U
. {f1 ...fm}: basis of V
= {g1 ...gk}: basis of W
o Letm(R) =m(S-T), where R =SoT
o m(T) is defined by
Tey =Tifi+ -+ Tmafm
Te, =Tizfa oot Tnz2fm
Ten =Tinfi + -+ Tnfm
o m(S) is defined by
Sfi =51191 + -+ Ska 9k
. Sfa = 51201 + o+ Ska9k

Sfn = SimGm + -+ SkmIk



o m(R) is defined by
Re; = Ryje; + -+ Ry gk
Re; = Ryzeq + -+ Rya gk
Rey, = Ripe; + -+ Rgn i
o R;; = Coefficient of g; in Re; = Coefficient of g; in (S ° T)e;
o Expanding (S o T)e;, we have
" (SoT)e; =5(Te;)

"= S(lefl +Toifo + + ijfm)

= =Ty Sfi+Ty-Sfa+ -+ TmjSfm

"= T1j(51191 +et Sklgk) + sz(Slz.gl + et Skzgk) +et ij(Slmgl +

o Terms containing g;

* T1;Si19i + T2jSi2g9i + -+ + TijSim i
"= (Sille + SipTpj + o + Simej)gi

o Therefore

n,k nk
= R= (Rij)i,j=1 = (Sille + SiZTZj + -+ Simej)iJ’:l
Sll Slm T11 Tln
s m(S)m(T) = : x| " : = (Sille + SiZTZj +
Sk1 v Skm Tmi = Tn

" >5m(SeoT)=m(S)m(T)
Matrix Multiplication
e Example
o V =W = R? with standard basis
o T = rotation by 8

[cos® —sin0

" m(T) = | sinf  cos @

o § = rotation by ¢

] m(S) =

[cos @ —sing
| sing  cosg

o § = rotationby 6 + ¢

cos(G + <p) — sin(@ + (p)

= miST) = sin(@ + <p) cos(G + <p)

cos @ cosB —sinpsind —sinfcos @ —sing cos O
sin@ cos @ +sinpcosB cos@ cosl —singsinb

= m(S)m(T) = [

= Therefore m(ST) = m(S)m(T)
e Example:T # 0,butT? =0

"'+Simej)

+ Skm3x)

nk

ij=1



0 1
o T=[0 0], T(x,y)=(0,x)

2 _ o 1] [0 1]:[0 0><1+1><0]=[0
° =" =TxT [0 ol *lo ol lo 0 0

o Note: T # 0,butT? =0
e Example: ST # TS

0 1 10
°T=lo 0]‘ 5‘[1

0

_[o 1]]0 O] _[1 O
° TS_[O 0”1 0]_[0 0]

_fo ofjfo 1] _[0 O
° ST"[1 0”0 o]"[o 1]
o Note:ST #TS
o Therefore matrix multiplication is not commutative

e Example

o §T:V -V, (or S, T are square matrice)
o (S+T)>=@E+T)(S+T)=S*>+ST+TS+T?
o Note: (S+T)? #S?+2TS+T? # S?>+2ST + T?

Solving Linear Equations using Matrix

e Matrix representation of Linear Equations
Ay1X1 + Q1% + o+ Xy =
11%1 12%X2 in*n = Y1 ay; - am ][ v
A21X1 + Xy + ¥ QonXn = Y2 0 . S|
: .

Am1X1 + AQpaXy + -+ QunXn =

a11 e
am]_ s a

o Then the linear equations could by represented as Ax =
e Row reduction

o Multiply an equation with ¢ # 0

o Switch equations

o Subtract one equation from anther
e Example

o0 Question

. x1+x2+x3=5
le_xz +X3=7

o Convert into Matrix
. [1 1 1 | 5]=> 1 1 1 5 N 1 0 2/3 4
2 -1 1 7 0 1 1/3 1 0 1 1/3 1

o Substitute back



2
X1=4_§X3

= 1
xz :1_§‘x3
x3 ER

o Letx3 = 3t, then the general solution is

4 -2t
" ([1-t|,tER
3t
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Question 1
e T:R3 > R? with T defined as
o T(i) =(0,0)
o T(j)= (1)

o T(k)=(1,-1)

¢ Find the matrix for normal basis
.. ., 0 1 1
o M {iikh i) =]y | 2]

¢ Find the matrix using (1) , G

o m(resa{).GD=F A1 1 Al=6 ¢ 2

e Find bases for R3 and R? so that the matrix is diagonal

) as the basis for R?

0 0 1 1 0 O
o m{rg(12).f vz ) (o)bas)=[2 0
172) \-172/ \o

o) M(T,{j,k,i};{T(i)'T(k)}):[é (1) 8

Question 2

e LetT: R? > R? be an abitrary linear map. Can one choose a basis (v;,v,) on
the domain and a basis (w;, w,) on the codomain such that the matrix of T
with respect to these bases is diagonal?

o Yes

o Rank 0: 8 8
o Rank1: é g
o Rank2: é 2

e (Can one choose a basis (v4, v,) on both the domain and codomain -- the same
basis on both -- such that the matrix of T is diagonal?

o No
o T(x,y) = (y,0) cannot be diagonal
0 1]

o M(T) = 0 0
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Solving Linear Equations
e Trying to solve the equation
o Ax =y
o where x € V is sought, y € W is given
o V,W vector spaces
o T:V - W linear transformation
e Example 1

A11X1 T A1Xp T+ ApXpy = Y1

o) :
Am1X1 T ApaXp + -+ ApnXn = Ym
o Let
X1
= x=|: |]eER"
Xn
V1
my=|: |ER"
Yn
= A: R" > R"
xl a11x1 + b + alnxn
= A =
Xn Am1X1 + -+ ApnXn
X1 aia Ain X1
= A =
Xn am1 Amn | \Xn

= A with respect to standard bases of R", R™
o Then the linear equations could be represented as
= Ax =y
e Theorem 1
o Statement
= IfA:V - W islinear
» andifu,v € V are solutionsto Ax =y
» (i.e.if Au =y,and Av = y)
» Thenu —v € N(4)
o Proof

" A u—v)=Au—Av=y—-y=0



o Textversion
» IfAx, = ythenforallx € V withAx =y
* Thereisan x, € N(4) withx = x, + xj,
Theorem 2
o Statement
» Ifuisasolutionto Ax =y
= andifw € N(A)
* thenu + wisalso a solution of Ax =y
o Proof
* Au+w)=Au+Aw=y+0=y
o Textversion
* Forall x,, with Ax, = y and for all x, € N(A4)
" A(xp + xh) =y
General solution
o Homogeneous equation
Ax =0
o Inhomogeneous equation
= Ax =y, wherey # 0
o The general solution to Ax = y is of the form
" Xgen = Xp + xp, where
* X, isa particular solution
= X, is the general solution to the homogeneous equation

o Setof all solutions

Ax, =y
Xp € N(A)

= {x e V|Ax = y} ={xp+xh
o Proof
* We are given one solution x,, of Ax =y
= Ifx, € N(4)
» then by definition Ax, =0
* and hence A(xp + xh) =y
. =>xp+xh€{x€V|Ax=y}
= Conversely if Ax = y then
. A(x—xp) =Ax —Axp,=y—-y=0
* Soxp, ¥ x—x, €N(A)
Example 2

x1+2xZ_X3:7

o Solve the linear equation {le Xyt Xy =4



o Setup

X1
s V=R¥3=x=|x
X3

L] :2 =7)
W=R =y <4

» A: R3 - R? is matrix multiplication with [; _21 _11]
o Range(A)

» = {Ax|x € R3}

. = {all possible y € R? for which Ax = y hasa solution}
o By Rank-nullity theorem

* dimN(A) + dimRange(4) = dimR3 = 3

dim Range(A4) dim N(A4)

0 3
1 2
2 1

o Solving the equation by Gaussian Elimination

_[1 2 —1|7]_>10 1/5 |3
2 -1 1 1470 1 -3/5]|2

x1 +§‘x3 = 3

3
xZ_§X3 =2

= Letxs; =5c

3
x2=2+§x3=2+3c
1

x2=3—§x3=3—c

Then

Therefore the general solution is

3—c 3 -1

= x=|24+3c|=12|+c| 3

5¢ 0 5

X,
Example 3
o Given

» V=W = {functions y: [a, b] > R}
= A:V - W where Af = f' + xf

o Question

solve 2 4 xy =
olve —— +xy = x



o The general solution is in form of
"X+ X, +Xp

o It's easy to find a particular solution
" ) =1

o Solving by separating variables

" —txy=x

1
" J(]__—_y_)dy = JXdX
xZ
= —In(-y+1) =—2—+c
@ =ce T

o Therefore the general solution is

s W =@+ ) =coe T +1
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Question 1
e Let A be ann X n square matrix which has a row or column of all zeros
e Prove: A is singular (i.e. not invertible)

¢ Proof: Column of all zeros

0
* .. 0 ... = :
o Ae;=|: .. ¢+ .. ]| 1[}-th=0
* 0 * :
i-th 0

o Ae; = 0 = Aisnotinjective = A is not invertable

e Proof: Rows of all zeros

o VvEV:Av:(O 0>U=(0)
oL K :
o Av = 0 = Ais not surjective = 4 is not invertable

Question 2
e LetT:R? > R? be a linear map.
e Computer the area of the image of the unit square [0,1]2

i.e.thesetT([0,1]%) = {T(x,¥):x,¥ € [0,1]} € R?

e Answer

o Area ofimage = det(T)

Proof



Proof without words:
A 2 x 2 determinant is the area of a parallelogram

(a,b+d) {a+c,b+d)

©,d), (a+e,d)

R B Nl

Question 3
¢ LetV be a finite-dimensional vector space
e LetT:V — V be alinear map such that TS = ST for all linear maps S:V = V
¢ Prove that there exists ¢ € R such that forall v € V, we have Tv = cv

e Prove (Version 1)



0 0 0

o LetE;; =10 .. 1 .. Of}i-th,wherei=j
0 0 0
j-th
0 0 0] [0 a1
a1 Ain
» TE; = 1o 1 0l=1|0 aj;
An1 n1 :
0 0 ol |0 Apj
[0 0 0 ~J0 .. 0
ai1 " Qin
" EUT= o .. 1 .. 0 =|aj1 ... Qi
ap1 ° Ama
L0 0 0 0 0
o Because TS = ST for all linear maps S:V - V
- TEU:EUT
0 .. a5 ... 0 0O .. 0 .. 0
= (0 .. ajj 0 [ail e Qi . Qip
0 .. agj .. O o .. 0 .. O

. S {aii =aj; Vij€{l2,..,n}Li#j
ag =0 VkI1e€e{12,..,n}k+1

= Letayy =ay =app=¢

c

o ThereforeT =

] is a scalar matrixi.e. Tv = cv
c

o Also, T satisfied the following property for all linear maps S:V - V
= TSv=T(Sv)=c-Sv=S(v)=STv
e Proof (Version 2)
o Assume Tv and v is linearly independent

= je.Tv#cv

o

Then the following is a basis for V

» {v,Tv,eq, ey, ...}

o Define S to be
Sw)=v
S(Tv) =v
» S=lS(e)=0
S(e;) =0
o Then
» T(W) =T(S@)) =TS(w) =ST(w) =S(Tv) =v
o Which makes a contradiction



o Therefore Tv and v is linearly dependenti.e. Tv = cv
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Example of Determinants

det|a11| = all

ai1 Q2

det
a1 Az

= Q11032 — A210132

a11 Q12 413
det|dz1 Qzp Q3| =
asz; a3z dsz

Apostol's Notation for Determinant

a1 0 Qan
A — . * .
An1  ** Qnn

A; = i-throwof A = [ail,aiz, ...,am]

Al = i-th column of 4 = [ali,azi, ...,am-]T
I; = 1strowof I =[1,0, ..., 0]

I' = 1st column of I = [1,0, ..., 0]

Properties of Determinant

detA = d(Ay, Ay, ..., Ay)

Linearity

11022033 T Q12023031 + A13A21032
—Qq13022031 — A1102303 — A120A21033

o d(B+C,A,,..,Ay) =d(B,A,, ..., Ap) +d(C, Az, ..., Ay)

o d(tAy, Ay, ..., Ay) = d(Ay, Az, ., Ap)

Alternating
o d(Ay, Az Aiy.o Ay Ay) = —d(Ay, Ay, ., Ay
Identity
o det(l) = det 0 1 0 =1
00 - 1
Note
o d(4,B +0)

o =—d(B+C,A)
=—d(B,A) —d(C,A)
o =d(A,B)+d(4,0)
Fact
o d(Ay, Ay, ..., Ay) = 0ifA; = A; for some i # j

o

A

Ay Ay



o Proof by Alternating Properties
Example using Properties
a; a
4 det (b1 bz) = d(Al,Az)

e = d(a111 + azlz, b111 + bzlz)
= a1b1 * d(lllll) + a1b2 * d(Il' 12) + a2b1 * d(Iz,Il) + a2b2 * d(Iz,Iz)

1 0 1 0 0 1 0 1
* = albl 1 0 +a1b2 O 1 +a2b1|1 0| +a2b2 |0 1
=0 =0
1 0 0 1
L :a1b2 0 1 +a2b1 1 0
1 0 1 0
° =a1b2 0 1 _azbl 0 1
1 0
¢ = (a1b2 —a2b1) 0 1

e =a3b, —ayby
Formula

e Expanding detA
o detA=d(Ay,..A,)

n n n
o =d E alillil, E azizliz,..., E alinlin
i1=1 i2=1 in=1

o

n n n
Z Z E alil aziz ...anin 'd(lil,liz,...,lin)
i1:1 i2:1 ln:1

e (Consider the term with indices iy, i5, ..., iy,

o If any two of these numbers are equal, then

o d(Iiyliy e di,) =0

e Reduce 0 terms

n n n
° Z Z Ayi, Apiy - Aniy, - A (Iil;liz; ---'Iin)

i1=1 i2=1 ln—l
n
o = Z alil azl-z ...am-n . d(lil'liz"“'lin)
1Si1,i2,...,in5n
all different
n

o = alil a2i2 ...anin . d(lillliz""'lin)
Let (i,iz,...in) to be the
permutation of (1,2,...n)

* You can sort a permutation using simple exchange

o ied(ly, Iy 1315, 1;) = —d(Iy, Iy, 13,15, 1) = d(Iy, 15, I3, Iy, Is) =
1



e Using this property, we get

even arrangement of (il, 5 ) in)

1
a\L L. ,...I; )=
(ll' 2 l") —1 odd arrangement of (il,iz, ...,in)

Examples

1 2 3
e |1 2 3| =0,because of two euqal rows

0 1 4
1 0 0 O
0 3 0 0f_ _
00 4 0 =1%x3x4x7=84
0 0 0 7

o Givendet(Asx3) =5 = det(24) =23 x5=40



