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TOTAL POINTS

30/30

QUESTION 1
1Durrett 3.6 10/ 10
I - 0 pts Correct
EE2 pts (a) Computational mistake
EE4 pts (a) Conceptual error. Examples: does not set
up a renewal as the sum of three turns
EE2 pts (b) Computational mistake
EE4 pts (b) Conceptual error. Examples: does not set
up the process as a Markov chain correctly

QUESTION 2

2 Durrett 3.1%i0/ 10
I - 0 pts Correct
EE2 pts (a) Computational mistake
EEA4 pts (a) Conceptual error. Examples: computes
expected reward without taking maximum
EE2 pts (b) Computational mistake
EEA4 pts (b) Conceptual error. Examples: does not
apply the memoryless property to get sleeping time
distribution

QUESTION 3

3 Durrett 3.23 10/ 10
I - 0 pts Correct
EE3 pts Smaller errors. Examples: mistake in the
integral or other computation
EES5 pts Substantial errors or several mistakes.
Examples: uses wrong formula for $$g(z)$$ or
$SE[Z(1)]$$ for large $5t$$
EE 7 pts Serious errors. Examples: does not attempt
to apply limiting theorems for renewals
EE 10 pts No work submitted
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HW7 - Problem

Tuesday, November 27, 2018 9:40 AM

Math 632 Lecture 4, Fall 2018, Homework 7

Due Tuesday December 4 by 10:05am

Question 1

Three children take turns shooting a ball at a basket. They each shoot until they miss
and then it is next child’s turn. Suppose that child ¢ (1 < i < 3) makes a basket with
probability p; and that successive trials are independent. Use the following two approaches
to determine the average fraction of time in the long run that child 7 shoots.

(a) (first method) Consider the renewal process with interarrival times t; = s,l‘ + sf + s,f
where sj is the number of shots child i takes in the k™ turn. Find P(s}. = n). Then
use this to compute the fraction of time child 7 spends shooting the ball.

(b) (second method) Consider the discrete time Markov Chain with three states, where
the system is in state i € & = {1,2,3} if child 7 has the ball. Use the theory from
chapter 1 to determine the fraction of time child 7 spends shooting the ball in the long

run.
Part (a)
o Letsi, st .. bethe time in state i, then this forms a alternating renewal process
. . , 1
o P(s; =n)=p (1 -p;) = sig~Geo(p;) = E[s;] = T—p
—Di
_1
e By Alternating LLN, the fraction of time child i spends shooting the ball is 1——173
3
=l1= Pn
Part (b)
p1 1-ps 0
¢ Letm be a stationary measure for the Markov chain P = 0 D> 1—p,|, then
1-p3 0 b3
() = t(WpA,D + 1@)pG,1) () =73 (1 - p;) +7(Dpy 1
m(2) = m(Dp(1,2) +n(2p2.2) _ Jn(2) =n(D)(1-p1) +7(2)p; _ () = 1-pi
w(3) = n(2)p(2,3) + 1 (3)p(3,3) n(3) = 1(2)(1 - p,) + 1(3)ps 33 1
n(1)+n)+n@B) =1 _ i e
() +n(2)+n(3) =1
Question 2

Durrett p. 115 Exercise 3.11(a)-(b) (doctor working at night). You can ignore (c).

Hint. The difference between parts (a) and (b) is a little subtle. The sleep cycle s; in (b)
is not the same as the reward r; in the ith emergency cycle in (a). The first sleep cycle
s1 begins only when the doctor actually gets to sleep, in other words, when there is an
emergency cycle t; of length > 0.6.
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1Durrett 3.6 10/ 10
I - 0 pts Correct
EE2 pts (a) Computational mistake
EE4 pts (a) Conceptual error. Examples: does not set up a renewal as the sum of three turns
EE2 pts (b) Computational mistake
EE4 pts (b) Conceptual error. Examples: does not set up the process as a Markov chain correctly
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